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Syntactic Amulpams?®
Georre Lakoff
University of Celifornin at berkeley

By a 'syntactic amnlpam' I menn a sentence which has within
:hunks of lexical material that do not correspond to anythine in
lopica) structure of the seatence; patiler they must he copied in
1 other derjvations undey specifiable semantic and prapgmatic
ritfons. T will attempt ta silow that there gre some clear cases of
itructions that require treatmeat {p terms of wnalpans, and some
:r sugpestive cases -- enough to indjcate that amalrams are f real
iomenon in English,’

The Andrews Case

Sentence (1) was byought to my ottention by lHaj) Rosgs (who in
1 hud heard 1t from Avery Andrews), :

John invited you'll never guess how many pecople to his party,

-ews ralsed the auestion of hov one could account for the underlined ';,";

tinl clause occurripg in the.middle of the sentence. He had

‘ested that (1) should be derived from the structure wnderdying (2), °..0 v}

You'll nevey guess how many people John invited to his party,

sumably the residual 8§ "John ipvited to his party" would Ve raised
In S-lifting (see Ross, 1973), and “you'll neyer guess how many
ple” moved (by some miracle) back into the right place, Howvever,
5 and 1 concocted sentences like (3) which show that any such
ution is impossible(

John invited you'll never guess how many people to you can
imagine what kind of a party.

ugh Andrews' suggestion might be made to account for one NP like
underlined JP in (1),’it could never be made to account for more
n one such NP. liowever an indefinite number of such NPs can occur
o single sentence.

is work was supported in part by grant No, GS 35119 from the

tional Science Foundation to the University of California at
rkeley. I would like to thank the following people, who generously
scussed this topic vith me and lent me examples, without knowing

at they were letting themselves in for: Avery Andrews, Bill
ntrall, Chuck Fillmore, Don Forman, Georgia Green, Larry Homn,

uri Karttunen, Mark Liberman, Jerry Morgan, Haj Ronos, Rick Wojecik,
d especially the community of Linguistics students at Berkeley,
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(4) John fnvited you'll never puess how many people to you cen
jmagine wvhat kind of a party at it ghould be obvious where with
God only knows what purpose in mind, despite you can guess vhat
presaures.

" Besides the question of how onc can geperate such KPs at all, there is

" 4. the additjonnl problem of getting just the right ones.

a. Ubabe Ruth hit hov could anyone forget how many home runs?
b, ¥Babe Ruth hit Sam forgot hov many home runs.
"8, Sammy's poing to merry guess who,

b, ¥Sammy'p going to marry Max guessed vho,
a. Irving's gone God knovs where,

b, MIrving's gone God doesn't know where.

. To see what'g going on in these ceses, let us retumn to (1).

I (1)‘ thn inyited xou'li never nue;a how many people to his party.
T In‘uosﬁ contexts, (1) would have the meaning of (8a), though in

certain relatiyely rare situations, many speskers {perhaps with a
1ittle straining) can get it to mean (Bb), or something more specific.

(8) a., John invited a lot of people to his party.
b, John invited few people to his party.

" The same is true of the conversational entailments of (2).
" (2) You'll never guess how many people John invited to his party.

In just those contexts vhere (1) will mean (8a), (2) vill conver-

satjonally entail (8a)}; those rare situations vhere (1) will mean (8b)

are just those in which (2) will conversationally entail (8b); etc.

Similarly, (9) can have any of the meanings of (10),
depending on context. :

(9) John invited a lot of people to you can imagine what kind of a
gartz.

(10) a. John invited a lot of people to a wild party.
b. John invited a lot of people to a dull party.

¢. John invited s lot of people to a party vhere everyone has to

dress up as one of the Watergate characters,
ete,
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{n any given context, {11) blll conyersationally entail exactly wnat
‘'9) means in that context,

‘11) You can imapine what kiad of party John invited a lot of people
to.

fhese observations sugrest that {1) {s s syntuctic amalgam euch that
(a) the underlined portion of (1) 48 copied in from o derivation which
is Just like (2) except that the complement § has been slujced (for a
Miscussion of sluicing, see (Ross, 1969)}; (b) the initial P-marker of
the derivation of (1) will vary with context -- for exumple, in o
sontext where (1) hos the meaning of {Ba), the initinl P-marker of (1)
7111 be that of (8a). The peneral ides is that in any context C, the
logicul styructure of the sentence to be copied in must conversationally
zntail the logical structure of the sentence into which it i{s copied,

WJe can state ap informal rule to account for such sentences as follows: . .

(12) For all contexts C, if;

i. S1 is an indirect question vith Bo 88 it complement 8; ond' L
11. S, 5 the ith phrase marker in a derjvation P vhese logical o

structure is conversationally entajled by the logical
structure of sl in context C; and

441. NP, 13 an NP {n S,, such that 8, minus NP1 is identical
to So; and . )
iv. §, has the force of an exclamation; then
¥. velative to context C, S1 pinus so may occwr in plﬁce of
NPl in the i+1th phrase-markey of derivation D,

Example: a You'll never guess how many people

]
S, = John invited to his party
S

o »

John invited a lot of people to his party
NPI = 4 lot of people

n

Since {12) places no limit on the number of sluiced indirect questions
that can be substituted for NPs, (12) ia capable of accounting for
sentepces like (3) and (L), vhere there are multiple amalpamations,
(12) also has the advantage of reducing the truth conditiona for such
sentences to truth conditions for other, more basic sentences. It also
automatically determines the correct context-class in which such
sentences can be used.

Bill Cantrall has puggested what may be a more plauslﬁle
derivation for the Andrews sentences. MHe suggests that (1') may be an
interpediate stage in the derivation of (1).

(1') John invited a surprising pumber of people -- you'll pever guess
hov many (people) -~ to his party.

2%

Firat the sentence remnant "you'll never guess hov many \people)” is

inserted under pretty much the same conditions as those given in (12), '

with perhaps the additional proviso that the constituent in S, that
corresponds to the queationed copstituent in 6 1s modified by the
ndjective “surprising” or "unexpected” or the équivnlent. {1) would
then be derjved from the structure underlying (1') by the G.letion of
“a surprising number of people”, Cantrall’s sugpestion amounts to
breaking up the substitution rule of (12) into two rules -- an
insertion rule and a deletion yule. This has the advantage of being
able to account in addition for constructions like {1').

- &, MNorn's Cases

Larfy lorn has sugpepted to me & class of sentences that are

-+ similar to Andrevs! cases and that also seem to require treatnent as
" amalmeams. Considep (13).

1

(13) =, John is pgeing to, I think ft's Chicano on Saturday,

b, -John is godnn te, is it Chicago? en Saturday,
‘.J c. John 15 going to, it 1% Chicago, isn't it? on Saturday,

As in thﬁ Andrews cases, the sentences in (13) contain sentences with

a deleted clause functjoping in place of §Ps, But the deletgd portion
in (13) is the relative clpuse of a oleft sentence, rather than an
indirect question complement., As before, there can be more than one
per sentence,

(14) Jonn is going to, I _think it's Chicago on, I'm pretty sure he
sald it_xgg_SnturQerto deliver a paper on Was it morpholexemes?

As before, there are constraints on vhich Sa can occur in place of NPs

(15) o, %John is going to, I'm sorry it's Chicago on Saturday.
b. *John is going to, God knows it's Chicago on Saturday.,
¢, - "John 13 going to, you'll never guess i{t's Chicago on Saturd
4, %John is going to, it'a odd that it's Chicapo on Saturday.

And as before, it is conversational entailment in context that
determines vhich underlined HPs can occur.
(16) a. I think it's Chicago that John is golng to on Saturday.
b. Is it Chicago that John is poing to on Saturday?
’
¢. It is Chicago, isn't it, that John is going to on Saturday.

4, I'm sorry to say that it's Chicago that John is going to on
Saturday, ‘

(17) John s going to Chicago on Saturday.

L f;d. John ia going to' I'm sorry to sey it's Chicago op Saturday. !

i
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‘ach of the sentences in (16) conveys (or can convey im the right
.ontext) a hedged assertion of (17). None of the aentences in (18)
-an do this.

18) a. I'm sorry that {t's Chicago that John is going to on
Saturday.

b. GCod knows that it's Chicago that John is going to on
Saturday. ‘

¢. You'll never guess that it's Chicago that John i3 going to
on Saturday. '

d. Tt's odd that it's Chicago that John 1s going to on SBaturday.

fhis ?ug?ests that Horn's cases are to be accounted for by a‘principle
tike (19). '

‘19) For all contexts C, if:

i. 81 18 a sentence with an embedded cleft-sentence with 30
as its relative clause; and .

i1. 82 is the ith phrase-marker in a derivation D vhose

logical structure is conversationally entailed by the
logical structure of 81 in context C; eand

1id. HP1 is an NP in S,, such that S, minus NPI is identical to
S minus its relative pronoun; and
iy. S1 is a hedged assertion of the content of 82; then
v. relative to context C, 5, minus 5, may occur ip place of
NP1 in the i+1th phrase marker of derivation D.

Example: s1 = I think it's Chicago
S0 = that John is going to on Saturday
82 = John is going to Chicago on Saturday

"Pl = Chicago

The Horn cases also have variants that look superficially like
sentences containing parentheticals, but aren‘t,
(20) a. John is going to, I think Chicago on Saturday.
b. John is going to, did he say Chfaaégt on Saturday.
c, John is going to, he said Chicego, didn't he? on Saturday.
d. John is going to, wouldn't you say Chicago? on Saturday,
e. ®John is going to, I regret Chicago on Saturday.

f. John is going to, didn't he say Chicago? on he did indicate
Saturday, didn't he? to I guess give a lecture,
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&. dJohn is roing to, it looks like Chicupo on Saturday.

On first bLlush one misht be tempted to say that the "I think" in (20a)
is a parenthetical. Of coursec, it does not have the ripght intonation
for a parentheticul, and parcnthetical intonation cannot bLu used there

" gince, as Hots observed, therc is no niche for parentheticuls followving

a preposition.
(21) *2John is going to, I think, Chicago on Saturday.

Noreover..some expressions that can be used in {20) cannot fur~tion as
perentheticals, and conversely, Compare (20) and (22).
(22) a. John is, I thipk, poing to Chicago on Saturday,

b, WJohp is, did he say, going to Chicpno on Saturday.

¢, MNo corresponding parenthetical,

d. John is, wouldn't you say, going to Chicago on Saturday.

e, John is, I regret, going to Chicago on Saturday.

¢. Ho corresponding parepthetical.

g. No corresponding parenthetical,

(a) and (4) are the only cases that match in (20) and (22).

My best guess at present is that cases like {20) are either
derived from the Horn cases by deletion of "it tense + be" or that (19)
can be generalized to cover both cases,

Incidentally, Poss has observed (personal communication) that
amelgams may be embedded insjde one another,

(22 1/2) John is poing to marry, I puess 1'1l have to tell God knovs
hov many people that it's Harriet next Sunday.

I would imagine that such cases are fairly rare, since it would in
general be difficult to get the contexts to match up correctly.

Bi11 Cantrall (personal communication) has made the seme
suggestion for this construction as he made for the Andrevs cases,
namely to derive {13a) via insertion and then deletion. The post-
insertion but pre-deletion stage would yield (13a'). .

(13a’) John is going to Chicago -~ 1 think it's Chicago -- on Saturdu;

'Deletion of the first "Chicago" would yield (13a). As before, the

suggestion has obvious advanteges and 1 am most receptive to it.
3, Forman's Parentheticals

There is also some evidence that real parentheticals ought to be
treated as amalgams. Ross, in his S-1ifting paper (Ross, 1973) has‘

\
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suggested that purcatlicticals are to be derived by a rule that 1ifts a
complement S. ‘“hus (223b) would be derived from the structure
underlying (23a).
(23) a. I think Joha left.

b. .John left, T think.

c, Jolm, T think, left,

(23c¢) would be derived hy moving the parenthetical into the post-
subject niche,

Given the possivility of apalpams, however, there jg another.
alternative, namely, to derive the parepthetical from another
derivation under specificd pragnatic copditions, ilote that (234) in

nppioayiate contexts can conversationally entail a nedred assertion
of (2h). ‘

(24) John 1ert,

(23b and c) are in ruct hedged assortions of (24). %hus, for simple
cases like (23b and c), one might propose the following rule as an
alternative,

(25) For all contexts C, 1f: . }
i, 8§, is a sentepce vith ap eubedded complement 5 and
i1, S, is the ith phrase-marker in a derivation D such that in
context C
elther (a) the lopical structure of 8, conversationally
entails a hedged version of 82,
or (v) the logical structure of S1 expresses a
concession of the propositional content of
the logical structure of 52,
or (c) the lopical structure of S1 cives the source

of the information asserted in the logical
structure of 32; end

1
111, §y is identicel to the propositional content of 52
iv. maybe other conditions; then
VY. vrelative to context C, 81 minus 8, may occur Chomsky-~

adjoined to the right of S, in the 1+1th phrase-marker of
derivation D,

; and

Example: 8, = I think
80 = John left
S, = John left

. N .
. ' - . .
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‘fhere 33 a bit of cvidence favoring {25) over the S-lifting
proposal. Poss observed that the following types of scatencea
provided difficulties for the S-lifting proposul .

(26) a. Is Join here, do you think?

b. Will Johin leave, do you supposel
‘e cases in (Qﬁ)rare automatically accounted for by the amalgam
proposal in (25), since the (a) sentences ip (27) and (28) each
conyersationally entail g hedged version of the (b) sentences in just
thoge contexts in which the corresponding sentences in (26) &
apprapriate,
(27) a, Do you think John is here?

p. I8 John here?

- {28) a. Do you suppose John will leavel

b, Will John leave?l

A particularly interesting cage supporting an amalgam approach

:. hag bgen brought to my attention by Dop Formen,

T (29) e, WAL this, T hope, be acceptablet

b, "Will this, ¥ predict, be acceptable,

(30) a, I hope this will be scceptable, (rising intonation)

b. Will thig be acceptable?
e. I predict that this will be acceptalle.

(30a) can conversationally entail (30b), in a context where one is
secking confirmation, which is exactly the context required by {29a).
Thus (29a) is predicted by (25), but not by 8-lifting. Since {30c)
cannot conversationally entail (300), (25) predicts the illformedness

- of (29b).

These cases fall under (25 11 a). (25 i1 b) is mcent to account
for concessive cases like the following (as pointed out by Jerry
Morgan).

(31) a. Max, I realize, has little chance of being elected Pope.

b, John, I admft, cannot play the tuba well,

¢. Sammy, I must concede, makes Very good bagels,
Thus, "I yeallze that Max has little chence of being elected Pope"
constitutes a concession of the unlikeliness that Max will be elected

Pope, (25 11 c), proposed by Rick Wojcik, is meant to acoount for sucl
examples of Ross' as (32), .

(32) a. John Mitchell, Zeigler announced, has been appointed
t=vmenndor to Afrhanistan. \
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b. Kangaroos, the Times reported, are decreasing in nunbers.
c. Sam, I Just heard from Sieymour, sold his condominiunm,
In {32a), the source of the infomation is Zedgler's apnouncement; in

(32b) it is the Times® report; in (32c) the speaker rot his infornation
from Scymoyr. : ’

"By deriving sentences with parenthetjcals via a rule like {25) vq'f Dol

can automatically account for certajp obseryations made by Tanya
Reiphart {1973). Reinhart obseyves that such sentences da not have

the spcope ambiguitjes that one would expect given an S-}ifting solution,

(33) a. John thinks Bill taller than he is,
b. Bfll, John thipks, is taller than he is.

(34) a. Oedipus believed that his mother wvasn't his mother,
b. liis mother wasn't his mather, Oedipus believed,

The (a) sentences haye both a wide and parrow scope reading, the

narrov scope reeading being contradictory. The (L) sentences have~onlyif;:-

the contradictory narrov-scope reading, Since S-1ifting claimg that "
the (b) sentences are derived from the {a) sentences, that solution
would, all things being equal, predict that (b) sentences should have
the same scope ambiguities as the (a) sentences, The S-1ifting
proposal might be sayed by sdding an additional globel condition that
the S into which the lowering takes place retains its statug ag an
embedded complement in surface structure. &uch a condition might
describe the facts in (33) and (3h) -- but the solution in (25)

would predict them automatically ~-- and thus explain them,

Perhaps the most unsatisfactory aspcct of {25) 15 the three

disjunctive conditions in (25 11). It would be nice if these could ve P

stated as one uniform condition. One possible proposal along these
lines might be based on the observation (which seems true) that all
three copditions have the effect of rclieving the speaker of part of
the responsibility for the speech act, If s condition of this sort
could be stated more precisely, then perhaps it could replace the
disjunction in (25 11). Unfortunately, there is some evidence that at
least superficislly seems to suggest that the conditions in (25 1)
cannot be collapsed into a single condition. Consider the following
examples.

(35) a&. John left, I think.

b. John left, or at least I think he did.

(36) a. The tapes will be turned over to the Committee, the White
House announced.

b, The tapes will be turned over to the Committee, or at least
the White liouse announced that they would,

: ': ;h. Performative Predicate !‘odificrs

! hypothesis' is one based on the fact that there are adverbial clauses
' that modify the understood performative predicate,
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larry llorn (|wruonnl conunnICntion) Lhas swyrested that Lhe (a)
asentences be dorjved from the structurc upderlying the {v) sentences,
thut i, tacre vould te an “or at least,,.." stage in the derivations
of the parentheticals of (35n) and (30a). Iut it would appear that not
all vurenticticals can he derived yia such an intermediate _tape.

{37) a. %John left, or at least I renlize that he aid,
b. %John left, or at lcast I concede that he did,
e. ™41l this be acceptable, or at least T hope it will.

' The menning assoginted with the or-ot-least construction seem. .ot to

bo thnt aogocinted with parentheticals op questions or with concessive

- pirenthdticaln, Trus it vould appear that, if some parcntheticola are

. therefore there could be no uniforn condition on the derivation of

|
depived yia an intermedjate or-at-least stage, others cannot be, and !
|

pareptheticals, Obviously more investigation needs to be done on the

‘f;raluttonahip between the (8) and (b) sentences in (35) ena (36).

Among the arguments usually given for the so-called 'performative

' . (38) a. Take out the garbage, because I'm too lazy.

b. Since it i a matter of national security, where are the '
seeret files? '

¢, Since the President gaid I should tell you, you are being
investigated by a grand jury,

Ay

In (3Ca) the subordinate clause gives the reason for the request, in
(38b) 1t gives the reason for asking the question, and ip (30¢) it !
gives the reason for making the statement, Such subordinate clauses
are relatively wvell-behaved in a theory with a performative analysis.
Nowever, Alice Davison (1973) has observed that there are other
suboydipate clauses that are not so well-behaved semantically.

‘(39) a. Joan is married, since she hes a vedding ring on.
b. It's raining, because my feet are vet,

c. Since the President said you were to take orders from me,
ret me the missing tapes,

a. Since you were there that day, what did the President say?

In (39a) the reason-clause does not give the yeason why the speaker
pade the statement, but rather the reason he gives for believing the
statement made in the main clause, The same is true in {39b). The
fact that the speaker's feet are wet {s npot the reason why he says tha
1t's raining, but only the reason he gives for believing that it's
raining. In (39c), the reason-clause does not specify the reason for

\
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wving the oyder, but only the rveason why the speaker has authority to
ive it. In {39d), the reusan-clause does not rjve the reason for
sking the question, but rather the reasop vhy the speaker believes
)at the hearer liags the knowledge to unswer it, As Davison observéa,
jere is a geperal principle governing such cases, namely, that the
:ason-clause pives the yeason yhy one of the felicity conditions for
e speech nct holds. JIn (39a and b), the spesker's belief is '
:quired for a felicitous statement, {n (39¢c) the spenker's authorjty

; required for g felicjtous order, and in (399), the speaker's beliel
wat the hearer can answer the quegtion §5 required for a felicitous

iestion, LI

There {8 also a class of cageg where tho rcason clause glves g 1;

:ason not ¥hy a felicity condition holds, byt rather why the hearer e

1ould make the ‘called-for response', that is, vhy he should do.vhat
ne speaker {s trying to get him to do. The notion 'called-for
:sponse' is imolicit ip an obaervatiep of R, Lakoff's poted by Roas
L971) and discussed in G, Lakoff (1972), and {n the essential -
onditiops given by Seerle {1969). = Varjous performative predicateq

re paired via meaning postulates with predicat¢s that characterjze YR
nlled-for response, For example, whep p speaker giveg an order, he {8
rying to get the hearer to obey it; the called-for response §s . .2

)

vedience. When a speaker asks a question, he i trying to get the .-

carer to ansver it; answering is the cglled-for response, Whep the =
corer makes an assertion, he is tyying to gt the hearer to believe '

im; beljevipg is the called-for respopse, And go on, In the
>lloving cases, the yreason-clause specifies the reason yhy the
:arer 1s to make the called-for response.

39') a. Get out of here, because Ban'll kill you if you don't,

b. Where §s Harry hiding out, becguse if you don't tell me,
the cops ywill get to him first, :

c¢. You are going to get fired, becquse your boss'! secretary
says she typed the dismispgal potice. )

he reason-clauses give reasons for obeying the order in (39'a),

g;vz;ing‘the question ip (39'b), and believipg the assertion in

To account ror such facts we capnpot glmply have the reason-
lauses modifying the performative predicates, since that would give
he wrong meanings; for example, if the reason-clause in {39a) modified
TATE then it would be giving the reason for statipng. The above facts
uggest, rather, a solution ip the direction of amalgams, As a first,
nformal approximation, I suggest the following yule.

L0} For all contexts c, if:
1. So is modified by the reason-clause 81; and

i1, 82 is the ith phrase-marker in a derivation D guch that
the logical structure of so is either a felicity condition

Ve

: Lty .
% (41) e, Since Harry is dry, hov fould anyone have splashed wvater on

N2

for, or a called-for response to, the lorical structure of
5, in context C; then

i34, relative to context C, 81 may occwr as & modifier of §, in
the it+lth phrpse-mnrker of deyivation D.

R : i
. _i*. Exqmple: so = T haye authorjty to giye you orders ;

1]

%

. the president said you yere to take orders from me
B

‘= Get, me the missing tapes

[
it

. But tﬁouah (40) will handle the cages in (39) and (39'), there .re
pthey .cases of a similar sort thet such q yule ghould be able to cover,
but ¥hich cannot be handled by (o),

. e ———

~ him? , ‘
" 7w, - Gince the president said you were to take orders from me, I
" . .would pppreciate it if you would supply me with the missing
Yepes,, . L - '
i ‘ , .
. ‘8ince yqu vere there that day, it would be ugeful if you
..werg to tell us vhay the preaident sald.

Sl 'Zc\\ get ‘out of her¢, becausg T Just found out that Sam |
- will k§31 you §f you dop't, ;

" I'd ke to know vhere Sam 1g hiding out because, if you don't
- tell me,.the cops will get to him first.

N 'c.,'I‘tegr that you ere gojng to get fired, because your boss' I
' gecretary says ghe typed the dismissal notice, }
' !

‘The sentences of (41) and (41') are like those of (39) ana (39*),
but with ope additional wrinkle: the reason-clause does not express a
reagon for a felicity condition for, or 'a called-for response to, the
logical structure of the sentence in the main clause itself, but ‘
rather it expresses a reason for a felicity condition for, or a called-,
for respoense to, & logical structure which 1s conversationally
entailed by the logical structure of the maip clause. For example, :
take (41b), “The president said you were to take orders from me" is not
e felicity condition for my expression of potential appreciation ("I
would appreciate it if you would supply me with the missing tapes”),
but rather for the order conveyed by that expression of eppreciation
("Get me the missing tapes"), Thus, (k1b) works essentially like (39c)
except that whereas in (39¢) the order is literally expressed in the
sentence itself, in (41b) it i3 conveyed indirectly by the main clause.

For enother example, compare {39'a) and (k1'a), In (39%a), "Sam
will kill you 4f you don't (get out of here)” is a reason why the 1
hearer should obey the directive to get out, 1In (41'a), "Will you get .
out of herel" conveys the directive to get out, and the because-clause
givea the yeagon why that conveyed directive should be obeyed.
’

\
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fhis indicates that (kD) should be revised as follows.

42) For all contexts C, if:
i. the sentence consisting of 30 nodified by the renson-
clause S1 is true in C: and

ij. 82 in the {th phrase-marker jn o derivatiop D such that
the "lorieal structure of'Bo 18 o felicjty condition fop, _.fl'.“ .
or a callei-for response to, a logical structure 83 vhiclh . 1
is conversatiopally entajled hy the Jopical structure of . -
S, in context C; then ‘ SR
iil.

relative to coptext C, 81 mgy occur as a reason-clpyse
modifier of 5, in the i+1th phrasg-markey of derivation P.

Ixample: S0 + I have the authorjty to giye youy opders L
S) = the presidept said you wers to take orders from me

S2 = 1 would apprecigte 1t 1f you would gupply pe
vith the pissing tapeg ‘

53 = 1 order you to get me the missing }a??ﬁ i

he above example shoys vhat $& going on §n (L1b). Condition (k2 1{
equires the truth {n context of "J have the authority to give you

rders because the president says that you arc to take orders from me,” 'f ‘

ais gives the reason why the order 5, is felicitous. S, conveys the
rder 53. What principle (42) says 13 that S, can be mo@ified in
urface~structure by the reason clause that n?ves the reason why the
rder conveyed by 5, §s felicitous, This is what is going on in (41b),

. Thourtk T have only renorted ip this section on Lecause-construce
fons tihat require treatmept as amalgams, I should like to note for

he record tihut there are similar cgses with if and unless. My favorite
s repor&ed to me by Peg Griffin, 1In the movie "Lovers and Other
Lranpers , the hero and heroine are having an affair in which they

et on Wednesdays. At one point, the heyoine says to the hero: "It's
¢dnesday, unless you'yre tired",

Liberman's because-caseg

ilark Liderman (1973) obgeryed gentences like the following;

43) a. The Knicks are going to win, becquse the Celts can't hgndle

Frazier,

The Knicks ere going to win, becausc it looks like the Celts
can't handle Fyazier, :

b.

c.
Celtas can't handle Fraziery,

The Knicks are going to wip, because it's obyious that the . #.:°

)
)

" predicates }ike "look

f:_'nnd takes a3 its scope the embedded 8,
.. work fqr the folloving cases, :

SN e

ﬁ%(h1"’ L

Dk

In each of these cases, a reason is being given for the speaker's
velief of the asscertion he makes in the main clause., Such appositive
because-cluuses, at least the simple opes like (43a), are formed by
the rule in (42) above. lowever, the cases in (43b and c) cannot be
handled by (42), since the reason-clause, when read literaiiy, does
not give the reason for some felicity condition on the speech act
conveyed Ly the majn clause. For example, in (k3c) it is not the

1
B abviousness of the Celta jnudbiljty to handle Frazier that leads the j

speaker to believe thay the Knicks are going to win -- it is the Celts"

:.{nebility itself, The peason giyen in (43c) for the speaker's belief
. §n the Knick's ultimate yictory {s the game a3 the reason give- in )
“(W3a), Tue difference s that in (43c) the speaker {s also asucrting ,
. the obylousness of the reason ¢lause, . i

. biberman propased to handle such cases by suggesting that
1ike" and “be obyjous” were 'transparent' in
In other voyds, because gkips over them
Put such a proposal will not

appositive because-clauses,

The Knicks are going to vin, becguse I can't imagine anyone
on the Celts handlipng Frazier.

The Knicks are going to vin, because I cap't imagine who on
the Celts could posajbly handle Frazier.

"¢, ; The Knicks are poing ta win, becaus¢ who on the Celts can
* pogeidbly handle Frazier?!

. by

. Iﬁ &hesé'cases, there §{s no simple embbdded sentence that could be the,

gcope of because. Indeed, (hlc) hag a question, of all things, insidei
the because-clause. Why should questions turn up inside appositional

because-clauses? loreover, how can one account for whet these sentenc
meoni (blc), for instance, means something like {LS). !

(45) The Knicks are going to win, because nobody on the Celts can
]
possibly handle Frazier,

There {s a single general principle that handles both the cases
of (43) anda (44). In both sets of examples, the sentence in the :
because-clause convergationally entails the understood reason. For
example, an assertion of "It's cbvious that the Celts can't handle
Frazier" conversationslly entails an assertion of "The Celts can't \
handle Frazier". (ef, ({3c)) And the queation "Who on the Celts can
possibly handle Frazier?" can be used 'rhetorically' to convey the
assertion that “Nobody on the Celts can possibly handle Frazier".

The same phenamenon occurs where the because-clause gives a
reason for a called-for response, Look back to sentences (39') and
compare them with (41%),

Get out of hers, because I Just found out that Sam will
k111 you 1f yoy don't,
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b. VWherc i1s Sam hiding out, becnuse do you want the cops to
pet to him first? :

c. You're going to pet fired, Lecouse do you think your boss
would have his secretary type o dismissel potice Just for
fun? :

v (39'a), "Sam'1l kil) you if you don't (met out of here)" {s a
:ason why the hearer should obey the directive to get out, In (k1"g)
Just found out that Sem wil} ki) you §f you don't (pet put of
re)" conveys the information "Sam will k11l you if you don't (ger - ..;
it of here)". The latter {s a reagon for obeying the djrective to pet g
't; the former, the speaker's Just haying found out the {nformation,
not such a reason. Thus it §s what js indirectly conveygd by the
-cause-clause that gives the reason why the hearer ghould obey the
rective,

| IO

This would seem to sugzest that the septepces in (bl"),'(h3) ahd ;
k) are vreally amalgams formed by gn exstended version of (h2), to by

-ated about as follows. '
:6) For @)} contexts C, if; IS £ =Tk
i, the gentence congiating of By modified by the reesonéclpuéé'gﬁﬁéf

S, s true 4n ©; and T N R ¢

8y, conyergationally entajlg an assertion of 81 in C; and '
S, 48 the ith phyase-marker $n o derivation D such that
the logical structure of 89 13 8 felicity condition for, S
or § called-for responss to, a logical structure 5, which ‘ :, ?.; 

is conversationally entajled by the logical structure of e
B, in context C; then .

11,
14,

v

i

2
iv. relative to context C, 8# may occur as a reasop-clause

modifier of 82 in the i+lth phrase-marker of derjvation P, o
16) will allow for sentences even more complex than those given nbove,"f"ggi

ntences where there gre ipdirect speech acts both in the main elause -
1d in the because-clause. Conaider the follovwing example,

'7T) I'm afraid the Knicks are going to win, because who on the

Celtg o
can possibly handle Frazier? :

it us consider how (46) accounts for (h7). . .jﬂ

8y = I believe that the Knicks are going to vin "iﬁff{.f .
§, = ng pne'on the Celts can possibly handle Frazier o Ca,
a I'm afraid the Knicks are goipg to wip TRV .

The Knicis are going to vin ‘ .
vho on the Celts can nassibly handle Frazier?

S =

fassertion on the

" "condition for "I assert that the Knicks are poing to win",
i" (N6 131) alsp requires that 8, conversationally entail S;, wha.n it

.. .does in the appropriate conteits,

" (48), which iu of the form "82 BECAUSE 8, ¥, - What Liberman calls an

.. the conditiong of (k6),

(§9a) were o by
Ry form (UgLYy T

()
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H
tendition (bQ~£’ff?gulycs that (48) be true in context ¢, '

{48) I belicve that the ¥nicks are goint to win because no onc on thc
Celts cap possibly handle Frazier.

Condition (4€ §1) requires thay §, copversationnlly entail an
part of the spenker of 8,, which it does. Condition
(46 131) rvequires that S, be a feljeity condition for the lopical
structure of 83. The 1ugtcr would §nclude the performative predicate
of asserting; ° “I believe the Knicks are poing to vin” is acictiiity .
n on

Thus, (h6) allows the’formation of

'appositional! Vecause-clause“is simply a because-cluuse formed under

6. Liberman's Or-caseg

'fxiéxn @, Lakoft (1966) i¥ wdg supzested that septences of the form
deriveq from gtyuctures unperlyinﬁ sentences of the

LAl ‘ I
_eGeh out; oF U1 phug you, . |
by I you dan't set out, 1'M glug you, ! ;
Libermap (1973) found éiamples that ghoy fhat the or-cases are more

complex than had previously been thought, Liberman observed cases

likxe (59), : '
(50) a. You'd better get out, or somebody'll slug you.

b. I think you'd better get out, or I'm afraid I'll have to
throw you oyt,

The or's in these sentences are not simple logical or's, nor can they !
be derived from corresponding if-cleauses, Yet semantically they seem
to be functioning like the op-copstruction of (4%),

(51) Get out, or do I have to slug you?

(51), with the imperative in the first clause, seems to be a cnse of |
ths same construction as (h9a), But there is no if-construction i
corresponding to (51)}; moreover, there is a question in the second
clausa, In fact, such constructions exist with questions in both
clauses,

(52) a.
b,
C,

Po you wvant to leave pov o do you want to be thrown out?
Can you leave now or would youy like me to call the cops? :
'Will yoy eat your kreplach oy do I have to give you a smack?

\
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; Liberman came close to sinmv,cst.lnc, many ($f not most) of cuch cases
* sentences of the form "S., OR 8." are understood as the corres-
mding sentences of the form “S,“BECAUSE IF NOT 8,, TUEN §,", with
:rtain provisos. Consider firs* the relatively easy cascs.a

the world, . i

33) a. You'd better leave, or gomebody'll slug you. :
b. You'd better leave, because if you dop't leave, somebody!'l)
sl you, -
34) a. T think you'd Bet;er get eut, or I'm afrajd I'11 have to
throw you ou$, . ‘ ‘
b. I think you'd better get aut, because if you dentt (get out), - '}
I'm afrajd I'11 haye to thypy yoy oyt, ' . o
35) a. It's a good thing that ants aren't swart, or they would rule

L. It's a good thing that ants aren't smart, pecause §f they
vere gmart, they would rule the world, .

¢ because-constructions in (53b) and (54b) are like thow digecusged

ove. The majn clause copteins an jndirect speech act conveying a
irective.

ie hearer should carry out the directive. In {54b), the because~r

Llause contains an indjrect speech agt which copveys a reason vhy the Yy
:arer shoul}d carry out the directiye,” The because-clause in (55b) 1s ’{”_
There are plso caseq where the or has the meaning

traight forward,
f a because-clause that gives the yeason why some felicity condition
) the speech act in the main clause holds,

56) a. John must be dead, or he would have contacted us by now,

b, John must be dead, becguse i{f he weren't, he would have
contacted us by noy,

cre the main clause hedgedly asserts that John is dead, and the
¢cause-clause gives the reason wvhy the speaker believes that
seertion. Liberman suggests that many of such or-cases ghould be
crived transformationally from more remote because-constructions of
he sort illustrated here, Such a derivation would account not only
or most pspects of the meaningg of such or-sentences, and for the
ccurrence of indirect speech acta in them, but also for such
rammatical details as the occurrences of would in (55a) and (56a),
hich would follow from its occurrence in the then-clause folloying a
ypothetical if-clause, If such or-sentences are derived from
-ecause-constructions of the sort discussed above, then they are
yntactic amnlgams, since the because~constyuctions aye.

However, some complexities involved with deriving such 6:—
onstructions from because-if-not constructions ought to be noted,
‘ertain questiong pose g problem for any simple-mipded analysis,

57) a. Get out, or do I have to call the cops}

In (53b) the because-clauge directly ﬁives the veasan vhy ',

T,

" the reason s clear:

38

b. %Get out, because if you don't (pet out), do i have to call |
the cops? '

¢, fet out, becanse if you don't (ret out), T'11 call the cops.
Why don't yoy call your mother, or alie'}l be ve.y unhoppy.

b, '.Why don'4 you call youp mother, because if you don't/%o,
- shet}l be yery unhappy, :

c;‘_Cnll your mother, begonge §¢ yon don't/¥do, she'll Le very |

S webappy, o

" (570) would present problems for any sipple-minded transforr.. onal
.. -darjvatiop of "S;, OR A" from ©
7 (578) vould presumably b
i e problem §§ that the if-clause ¢annot occur u?th the indirect
" . apeech act questiop "Po I have to call the cops?” conveying a threat
" to call the cops.

1 B2CAUSE IP JOT 8,, THEd S . since,
e derived fram (57v), but (571) ts $13-formed.

of course, i doeg accur vith the threat in dircct
speech act form, as (57c) shovs, In other vords, the problem is that

"‘tne 1f-clause doeg pot go with the queattog 82, but rather with the |
2+ nonquegtion {04y, tne threat) cenveysd by 'Sy, |

There 15 4 a{milar problem in (58), Again, on the assumption

RTYOR , OR 8," vers tp be derjysd fyom something like "8, + BECAUSE
... IF NoT .

" version 8f (580) $1th do vather than the yersion with don't; since 8, |-

* in (58a) is negative, ve would cxﬁect the 1f-clause of the source to
 be positive (or a double negative),

, THER 5,%, we would expect the gource of (50a) to be the

But the reverse is the case, and’
"yhy don't yoy call your mother?”, though '
jtself pegative, conveys a positive request to call your mother. 1he

) " if-clause must be a negative not of the actual 8, (a pegative questio
" but of what B, conveys (a positive directive). ke

{n the case of (57}
the if-clause must match up not vith the actual S1 and 8,, but with l
vhat is conveyed by them.

These observeiions sugrest that po transformational solution
deriving "8,, OR 8," directly from @ more remote mppositicnel t
because-claiise vili vork, Instead, it would appear that the or- !
sentences will haye to be derived diyectly by amalpamation, in much .
the same way as the apposjtional beceuse-clauses are, but under
somevhat different conditions. (59) is an approximation to such a
rule, !
(59) For all contexts C, if: ;

{. the septence consisting of 30 modified by the reason ,
clpuse IF NOT 8g, THEN 81 ig true ip C; and

* 44, 8, conyerpationally cntails an sssertion of §; in C; and

B, ig the ith phrase-marker in a derivation D such that t;
logical styucture of By 48 o felicity condition for, or a
. called-for reaponge to,.a logicel gtyucture 83 which ‘9

\
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conversationally entailed by the lopical structure of S,
in context C; then . 2

iv. relative to ©, nh may occur disjoined to the risht of %,

in the ith phrase-marker of derivation D, ¢

Ypnerc is some additional possjble motiyation for deyjvine the
c-sentences dfrectly by amnlramation {nastead of by transformation
vom appositional because-clauses, ngmely, the fact that appositional - | |,
:cause-clouses are more restyicted {n. their distributions than are ;Tkj,\‘
se or-construyctions. : . CoL e

]

33) a. ‘The Judpe orderad her to ghyt wp, or he thrcqtcﬁed to throy .
her out of the courtroom, ‘ ’
»,
J,

2%Tne judpe ordered her to shut up, because §if she didn't,
he threatened to throvw hep out of the.courtrqom, :

spositional hecause-clayncy ape .prevty bad to terrible with yeported .
peech ncts, while the por-constructjon 1§ unifomly pretiy geod to
«cellent. fince tyansformationnl solutions yule out the sjtuation
nere the input constructiop hag a more }limited distribution than the .-
utnut construction, it wouyld scen that a transformationad selutjen ‘-, .%
inappropriate here, The ruleg giyep in (46) and (59) ave vamig ag - '
o whethepr they are to apply in-the case of reported speech acts, h
ore adequate versjons of those rules will haye to limit (46) so that
t docs ot apply in such cases, byy leave (59) free to gpply in such e
ituationa, .

S

Tag Questions

Withip transfoymational grammay, tag questions vere assumeqd to
¢ introduced by transformatjons tpat copied them onto tii¢ end of the
entence, Such a trcatment has npumerpus syntactic problems, as
iscussed {n Andres et al. (197}). T would like to suggest that tag
uestions are really redyced forms of real quegtiong, which have been
malgemated opto the end of the sentencg.. Although the pragmatics of -
ag questions has turned to be sa fearfully complex that I have not -
een able Lo get very far with figuring eut the prapmatic conditions .
or such an amalgamation rule, therg §s a bit of evidence that seems v
o weigh in favor of a treatnent vis amalgamatjon., Consider (61). :

61) You couldn't opep the door, could youn?

n a tranaror?ationnl approach, (61) would have the same underlying
itructure ag "You couldn't open the door," Although (61) can be used
© confirm such a proposition, it alsg has another use yhich cannot
:ven approach an explanatiop using a transformational approach, ‘
iamely, (61) can be a request to open the door, Why should this be
wssible? Hote that the question “"Could you open the door?" can copvgy . -
}siiquest to open the doopr, ‘This puggests that it 1s no accident that‘rfﬁ
. ueczn convey a request, Nor 18 §t an accidept that it is n polite Y
quest in which there is a ‘conventional! (ip the sense of R. lakoff

-time pdverh nov!) as 4y (62).

‘ Y . (62) . a'

» . sentepces 11ke (63),
.11 (63)

<" tegs are reduced forms of full gentences.

0

(1973)) nssunption tiat the speaker couldn’t open the dozr. In (61),
tue tug mnkes the request it would norisnlly make ond the main clause :
expresses the 'conventional' assumption, . If the tas is just copied
on, as in the Lrunsformational approach, that is, ir it is not in any
sense n real queation, then there i3 no reason why (61) sh~uld have

the meaning it does, If, op the othey hand, (61) 8 un amrlgan of a
declarative and a real questjon, it ig not at all surprising that the
meaninr of the question and the meaning of the declarative both rigure:

in tho mecaning of the amalpam,
Another bit of evidence hag ta do with the particle nov (not the

)8 Yow T vouldn't hit "yoi,
1 “Ouldn't.‘hi_t you nov, ‘ .
. How T vouldn't hit yey pov.r',":"..’ ’ '
#1 pov vouldp't hit'ypﬁ,.f (i
. @ BT wouldn't pov hit yau,
?""""'1 vouldatt hit nav you,

by

Af'ﬁ;y K . . . N f
“The partigle nov may oceur at the beginping ar et the end of a
gentency gr both, but pot In general §n the middle, Now consider

P —

a., 1 youldn't hit you now."vould" .
b, T wouldn't hit you, nov vould 17 '
TR wouldn't hit you nov, nov vould 7’
‘t 4. Now I youldn't lit you now, now would I?
e, I woulén't hit you novw, now vould I now?
. llow 1 vouldn't hit you nov, now would I now?

If tegs aye derived by amelgamation fyrem full questions vhich have |
gentence status of theiy own in other der{vations that they are copied
in from, then the facts in (63) follow naturally -- the now's can ‘
occur at either the bepinning or the end or both of both the declara-

~ tive sentence and the tag, On the transformational treatment, wvhere
tags are Just strings of morphemes and do not have sentence status at
all, the occurrence of not only one but tvo now's in midsentence would
be an anomoly to say the least, aa would the occurrence of four nov's |

k3

in a single sentence, ;

Negative contraction provides still another bit of evidence that

i
’

Has Figmejater not committed a felony? )

b, Nean't Figmeiastey committed o felony?



I

M
3) a. Figmelster hns committed g felony, has he not?
b. Figmeister has commjtted a felony, hasn't he?

normal questions like (64), the posjtion of the nenative (Lefare or
ter the subject) depends upon whether there is contraction, If

ntraction tekes place, the negatiye appears before the subject with P

e auxilijary that it has coptracted pnto. Otherwise it appears nfter - -
e subject., Tag questions slioy exactly the same distribution of =
gatives vis-a-vis their sub)ects, as (65) indicates, If togs are
rived yia amalgamation from full questions, this is Just whet would’
expected and po additional rules would have to be stgted, lut if
ge are copied onto the end of the geptence as a string of morphemecs
o transformation and have no independent status as questiong, then
is hard to see hov the negatives could be copied into the ripht ECH
ace at all, much less hov their distyibution could pe accounted for
terms of the normal distyibution af contracted apd uncontracted
gatives in questiaone, ’

Despite the epormous and ¢ yet wianalyzed pragmatic compléuﬂeﬁvt,‘iﬁ 2R

. tag questjons, it §s cleay that gertalp of the phenomena that oceny

: the cases of amalgamation discypsed sbove aolgo occur in gertaln - T

‘pes of tag questions. Consider, for example, casgs 13ke those

scussed by R, Lakoff (1969), (1972),

6) a,
b.
(%
do
e.

The Gient's von't vip, vill they?

T guess the Giants von't win, vwill they?/%don't I7 .

I don't suppose the Giants yill win, vill they?/%do I?
T don't think the Giants will vin, will they?/®do I7

T don't believe the Giantg will win, vill theyl/%do It

s she observes, the tag indicates that the assertjon made in the main
layse ia hedged, and it functions to ask for confirmation, The tag
srees with the aseertion conyveyed -~ §p subject and in euxiljery, end
akes the opposite of the assertion'g negative polarity, In each of
ne sentences of (66), the assertion jndirectly conveyed is "the

lantas won't win", and the tag aegreeg with it. As in the case of or-
onstruction, where the negative of the if-clauee had to be identical
o what was conyeyed by 81, go here too the negative of the tag °*
uestion must be identical to what is conyeyed by the main clause,

Such bits of evidence seem to jndicate that tag-question
:::tructione, wvhen properly understood, will also turn out to be
gams,

. Implicationsg.

The notion of 'the logical structure of a aentence’ :
ryctu nce’ appears to bo
2:“g°:lnubstantially by tho phenomencn of cmalgems, Hhercﬁzcbetor: -
; o :, vithin generative semantics, speak of the logical structure
a sentence, now that seems impossible, since there will be more than

ey

S into whjch the copying fram other derivations is done,

2

onc lopical atructure associated with any sentence formed py

amalngmation, Dut §t may still be possible to designate one of those

logical styuctures as the principal Jogical structure, the one on

vhich the truth conditions for the eentence depend, The principal

logical structure would be the initial phypse-marker of the uerivation
The olher

‘4 yelated logical structures would account for othep ‘pregmatic’ aspects

i _of the meaning of the sentencc., At thia atage, such a move scems

. possiblg, but further regearch may indicate that 1t is untenable,

: Incidentally, the idea that the pracmatic sspects of meaning
would not be part of the logical structure 1a by no means nev,

" Similar propasals are peeded to account for the meaping of particles

. . such as too, say, huh, ete. and for the pregmatic conditions

- associated with certain yulep of grammar, such as raising,

(6T) o John 1g & Aepublican and Pil} ip @ crook,
, ‘b John 3g a Republican and Bi)}-ig & crook too,
68) " o;* Where are you oing? R .
.'-b._ fay, vhere ave you goingl .
©* 50y Wnere aQ you going, Wb :
(69 ", Tt has Just poy struck me thet my vife has beep dead tvo
WP years tamoryow,. Coa e

)

v . . .

S *‘p. - My wife has just nov struch ﬁqida'havins been dead tvo years
i T topoTYOoW. N ‘

Such cases have been discussed by G, lakoff (1971), James (1973) and
Postal (1974)., In such cases there are meaning differences that
presumably could not be yeasonably expregsed ip the logical structure

"of tha sentence, In each case, there would be a 'pragmatic’
aeaumption, expressed by another logical strusture, and related to the
gentence transderivationally, This ia similar to what happens in the
case of amalgems, except that in amalgams actual portions of another
derivation are copied in, Thus, amalgem congtructions-of the sort ve
have looked at may actually provide no more problems for the notion of
11ogical structure' than do particles and pragmatic conditions on
transformationa.

v x

Given that certain rules of amalgamation are mecessary, the
theory of grammar will have to be extended slightly to allow for them.
. There are already transderivational rules that inasert constants,
N delete constants, delete under jdentity, and change grammatical
i velations, All ve need to do now 1s to allow transderivationel
|, topylng rules as vell. From that perspective the change is relatively
%0 minor, However, it is concelvable that such a minor change may lead
J.. to a major change in our conception of the theory of grammar. 8o far
.+ we have been lopking at things congeryatively and asking what evidence
is there in favor of pmalgamation rules -~ vhat cases ere they
abgolutely required fory But now that we knov that some are needed,

\
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e can ask a different guestion, pamely, are there other constructions N Refurcnces
hat could be handled by means of amolpams, even though they dop't . : . . ) .
to be. that '\, Ny montic . Dayison, Alice. 1973, Performative Verbs, Adverbs, and Pelicity
ave to be, It is my present opinjon hat Ly using formal se (1%} . Condifions., University of Chjearo diugcrmtiﬂn-

.echniques developed by‘umri Karttunep for degling with embedded
ragmatic presuppositions, it will be poasible to treat relative
.lauses, complements, and conjunctions by rules of amalgamatiopn, The . . uiv
<eagon I liedpe ia that T am pot at pl} sure thet the semantic and A
ragmatic conditions really can be vorked out vith Karttunen's
\pparatus, But if this {s possible, there could be a veraion of
senerative semantics in vhich the notjon of logical structure r- it
it could be defined at all, vould pe redically changed, The set of . .
logical structures yould thep be simple §¢ copsisting of predicates
and arguments vith no embeddings gt 811, All gmbedding could be dong ..
by amalgemation under semantic snd prasmatic conditjons. Such 8
theory should have a somewjot familier ring to it, In some Ways, LA
is remjniscept of the Syntactic Structures theory, vith logical - i
structures as kernel sentepees and. pualgamation yules og double-base
transformations. There 1§, of cowrge, @ huge difference. B Bl
Transformations in the Syntactic Structures theory vere indepepdent of vl
meaning, Amolgamation rules have gt thelr heart semant}o and pregmatic,
conditions, Simjlerly, kernel genignees bad ne model-theoreticel o
interprctations, vhile Jogicel structures da., Buch g theory ig alsg
reminiscent in some ways of Ylontagué gramear, iR which complex o
constituents aye built up from simpler constituents under specifiable . ;&
semantjc conditions. Agein there aye jmportant differences, FRa
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1 should mske jt clear that I am pot suggesting such a theory ag™
being correct, T haye po substantjve evidence one vay oF the othey.,
All that J haye claimed ig that rules of amalgamation gre necessery.
Given them, the questjon arises as to how far they cen and should be .
pushed, And gnyone whq tends towayd conservatism in his theorizing
must confront a dilemua; Which ig more congeyvative: sticking as
close as possible to generative sepantics oy movipg toyard &
semanticized Syntactic Structures theory?! Or evep perhaps moving
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towards a ponderivational theory of the sort proposed by Jacobaon

S,

" pogs, John Ry - 3973, "SLifting". In layrice Gross, Morris llalle, and
L Marcel Schlltzenberger (eds,) The Formal Analysis of datural

(1974), $n which the distinction hetyeen trmaderivationnl and
transformational rules is lost -- gomevhat reniniscent of Haryris!
tranaformatjiona) grammar,
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